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als from state intervention, but also 
oblige the state to protect certain 
freedoms from interference by third 
parties. These so-called “obligations 
to protect” are of particular impor-
tance in medicine: For example, the 
European Court of Human Rights 
has repeatedly stated that funda-

I
N  LATE  F E B R UA RY 2020, the Euro-
pean Commission published a 
white paper on artificial intelli-
gence (AI)a and an accompany-
ing report on the safety and li-

ability implications of AI, the Internet 
of Things (IoT), and robotics.b In the 
white paper, the Commission high-
lighted the “European Approach” to 
AI, stressing “it is vital that European 
AI is grounded in our values and fun-
damental rights such as human dig-
nity and privacy protection.” In April 
2021, the proposal of a Regulation en-
titled “Artificial Intelligence Act” was 
presented.2 This Regulation shall gov-
ern the use of “high-risk” AI applica-
tions which will include most medical 
AI applications.

Fundamental Rights as Legal 
Guidelines for Medical AI
Referring to the above-mentioned 
statement, this Viewpoint aims to 
show European fundamental rights 
already provide important legal (and 
not merely ethical) guidelines for the 
development and application of med-
ical AI.7

As medical AI can affect a person’s 

a See https://bit.ly/393uYkM
b See https://bit.ly/3k7y11J

physical and mental integrity in a 
very intense way and any malfunction 
could have serious consequences, it 
is a particularly relevant field of AI in 
terms of fundamental rights. In this 
context, it should be stressed that 
fundamental rights (a.k.a. human 
rights) not only protect individu-
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the existing European fundamental rights framework 
already provides some clear guidance on the use of medical AI.
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V only must training data be thoroughly 
checked for the presence of bias, also 
the ongoing operation of AI must be 
constantly monitored for the occur-
rence of bias. If medical AI is applied 
to certain groups of the population 
that were not adequately represented 
in the training data, the usefulness of 
the results must be questioned par-
ticularly critically.

At the same time, care must be 
taken to ensure useful medical AI 
can nevertheless be made available 
to such groups in the best possible 
way. In other words: European medi-
cal AI must be available for everyone. 
The diversity of people must always 
be taken into account, either in pro-
gramming or in application, in order 
to avoid disadvantages.

Obligation to Use Medical AI?
However, if a medical AI application 
meets the requirements described 
here, it may become necessary to 
explicitly impose its use for the ben-
efit of all. European fundamental 
rights—above all the right to pro-
tection of life (Art. 2 CFR) and pri-
vate life (Art. 7 CFR)—give rise to an 
obligation on the part of the state, 
as previously mentioned, to ensure 
work in health care facilities is car-
ried out only in accordance with the 
respective medical due “standard of 
care” (a.k.a. “state of the art”). This 
also includes the obligation to pro-
hibit medical treatment methods 
that can no longer be provided in the 
required quality without the involve-
ment of AI.10 This will, in the near fu-
ture, probably hold true for the field 
of medical image processing.

The Open Question of Liability
Does this mean the existing funda-
mental rights framework can answer 

mental rights entail an obligation 
on the state to regulate the provision 
of health services in such a way that 
precautions are taken against serious 
damage to health due to poorly pro-
vided services. On this basis, the state 
must, for example, oblige providers 
of health services to implement qual-
ity-assurance measures.

Fundamental rights thus consti-
tute a binding legal framework for the 
use of AI in medicine. In line with the 
European motto “United in diversity,” 
this framework is distributed across 
various legal texts, but quite uniform 
regarding its content: Its core com-
ponent is the European Charter of 
Fundamental Rights (CFR), which is 
applicable to the use of medical AI be-
cause the provision of medical servic-
es is covered by the freedom to provide 
services under European law. For its 
part, the CFR is strongly modeled on 
the European Convention on Human 
Rights (ECHR), which is also applica-
ble in all E.U. states. The fundamental 
rights of the constitutions of the indi-
vidual E.U. states also contain similar 
guarantees. For this reason, we focus 
this Viewpoint on the CFR.

Human Oversight as a Key Criterion
It has already been emphasized by the 
Ethics Guidelines of the HLEG4 that 
“European AI” must respect human 
dignity (Art. 1 CFR), which means 
medical AI must not regard humans 
as mere objects. From this, it can be 
deduced the demands for human 
oversight expressed in computer sci-
ence1 are also required by E.U. funda-
mental rights (see also Art. 14 of the 
proposed AI Act). Decisions of medi-
cal AI require human assessment be-
fore any action is taken on their ba-

sis. The E.U. has also implemented 
this fundamental requirement in the 
much-discussed provision of Art. 22 
GDPR, which allows “decisions based 
solely on automated processing” only 
with considerable restrictions. In 
other words: European Medical AI le-
gally requires human oversight (a.k.a. 
“a human in the loop”5).

Explainability, Privacy by Design, 
and Non-Discrimination
Even more important for medical 
AI, however, is Art. 3 para. 2a) CFR, 
which requires “free and informed 
consent” of the patient. This points to 
a “shared decision-making” by doctor 
and patient where the patient has the 
ultimate say. Medical AI can therefore 
only be used if patients have been in-
formed about its essential functions 
beforehand—admittedly in an intelli-
gible form. This makes it clear, how-
ever, that the European fundamental 
rights basically require the use of 
explainable AI in medicine (see also 
Art. 13 para. 1 of the proposed AI Act).

Recent research in the medical do-
main6,8 as well as legal research from 
a tort law perspective very much con-
firms this conclusion.3,9 Consequent-
ly, European Medical AI should not 
be based on a “machine decision,” 
but much rather on “an AI supported 
decision, diagnostic finding or treat-
ment proposal.” We conclude: Eu-
ropean medical AI requires human 
oversight and explainability.

That (not only medical) European 
AI must be developed and operated in 
accordance with the requirements of 
protection of data and privacy (Arts. 8 
and 7 CFR) and thus with the GDPR, 
is well acknowledged and does not 
require further discussion. Still, it is 
worth mentioning that Art. 25 GDPR 
not only requires controllers (“us-
ers”) of AI, but indirectly also de-
velopers of AI to take these require-
ments into account when designing 
AI applications (“privacy by design”).

There is a rich body of fundamen-
tal rights provisions requiring equali-
ty before the law and non-discrimina-
tion, including gender, children, the 
elderly and disabled persons in the 
CFR (Arts. 20–26). From these provi-
sions, further requirements for the 
development and operation of Euro-
pean medical AI can be deduced: Not 
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Fundamental rights 
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framework for  
the use of AI  
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avoidance of bias. At the same time, 
it is likely that medical AI will soon 
not only be used voluntarily, but will 
also have to be used by health care 
providers to meet the due standard 
of care. This makes answers to the 
remaining uncertainties regarding li-
ability for defective medical AI appli-
cations more urgent. In this regard, 
the Commission has announced that 
it will soon provide clarity by propos-
ing a strict liability approach paired 
with an obligatory insurance scheme 
for malfunctions of AI. Despite some 
open questions, it should neverthe-
less be stressed that legal require-
ments for the use of medical AI are 
already clearer today than is often as-
sumed in computer science. 
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all legal questions arising for the use 
of medical AI? Unfortunately, there 
is one major exception, involving 
questions of liability law, which par-
ticularly unsettle the AI community. 
Who will be legally responsible when 
medical AI causes harm? The soft-
ware developer, the manufacturer, the 
maintenance people, the IT provider, 
the hospital, the clinician? It is true 
that strict liability—liability without 
fault—is not unknown under Euro-
pean law, especially for dangerous 
objects or activities. Such an approach 
is neither required nor prohibited by 
the CFR, so questions of civil liability 
cannot be answered conclusively from 
a fundamental rights perspective. The 
European Commission is aware of 
this challenge and has announced in 
its previously mentioned report on the 
safety and liability implications of AI 
that it will evaluate the introduction of 
a strict liability system together with 
compulsory insurance for particularly 
hazardous AI applications—which 
will presumably cover most medical 
AI. Such a system could certainly help 
to eliminate many existing ambigui-
ties regarding the liability of medical 
AI applications.

Conclusion
The European Commission wishes 
to further promote the development 
and use of AI in Europe. In its white 
paper on AI published in 2020 it high-
lights the “European Approach” to AI, 
particularly referring to fundamental 
rights in the European Union. The au-
thors argued, by using the example of 
medical AI, that many of these funda-
mental rights coincide with demands 
of computer scientists, above all hu-
man oversight, explainability and 

The European 
Commission  
wishes to further 
promote the 
development and  
use of AI in Europe.

For further information 
and to submit your 

manuscript, 
visit dtrap.acm.org

Digital Threats: Research 
and Practice (DTRAP) is a 
peer-reviewed journal that 
targets the prevention, 
identi� cation, mitigation, 
and elimination of digital 
threats. DTRAP aims to 
bridge the gap between 
academic research 
and industry practice. 
Accordingly, the journal 
welcomes manuscripts 
that address extant 
digital threats, rather 
than laboratory models 
of potential threats, and 
presents reproducible 
results pertaining to 
real-world threats.

Digital Threats:

Research and Practice


